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Abstract—In this paper, we study beamforming techniques for secrecy with worst case signal-to-interference-plus-noise ratio (SINR) guarantees in cooperative communications with imperfect channel state information (CSI). The worst case SINRs are the minimum SINR at the intended destination and the maximum SINR at the eavesdroppers. We consider a norm bounded CSI error model. With the available imperfect channel estimates, we design beamformers such that the minimum SINR receivable by the intended destination is above a certain threshold, while the maximum value of SINRs receivable at the eavesdroppers are below another lower threshold. We consider amplify-and-forward (AF) and decode-and-forward (DF) relaying schemes. The relays do the worst case transmit beamforming and injection of artificial noise (AN). We jointly optimize the beamformers and the AN for the AF and DF schemes subject to the worst case SINR constraints at the destination and the eavesdroppers. We solve the corresponding optimization problems as semi-definite programming (SDP) problems by rank relaxation and S-procedure. Numerical results show that AN injection at the relays significantly reduces the average total transmit power required to meet the worst case SINR constraints, and improves the solution feasibility of the optimization problems.
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I. INTRODUCTION

Because of their broadcast nature, wireless channels are vulnerable to eavesdropping. Secure wireless communication in the presence of eavesdroppers is a topic of current interest [1], [2], [3]. In physical layer security, secrecy guarantees can be achieved by exploiting the characteristics of the physical layer. Secrecy in wireless communication can be improved using multiple antennas [4]. Techniques used for secrecy with multiple antennas include beamforming and injection of artificial noise (AN). In the AN technique, a portion of the transmit power is used to artificially generate noise which is injected into the channel. The injected noise can interfere at the eavesdroppers, and hence can potentially increase the secrecy rate [5].

The signal-to-noise ratio (SNR) at the receiver determines the bit error rate (BER) performance of communication links. So, for secret communication, we need certain SNR targets at the destination and at the eavesdroppers. Beamforming can be used to guarantee these SNRs at the destination and the eavesdroppers. Secrecy can be improved by using AN injection, which essentially act as interference at the eavesdroppers [5].

In scenarios with AN injection, it would be appropriate to use signal-to-interference-plus-noise (SINR) targets instead of SNR targets, e.g., maintain good SINR at the destination and poor SINRs at the eavesdroppers.

In this paper, we focus on the design of beamformers and AN in cooperative communications with imperfect channel state information (CSI). We ensure that the minimum SINR at the destination to be above a certain threshold ($\gamma_D$) and the maximum SINR at the eavesdroppers is below another lower threshold ($\gamma_E$). In [6], robust beamforming strategies for multiple-input single-output (MISO) system is studied with imperfect knowledge of eavesdroppers CSI. Having multiple antennas at the source may not be feasible always due to space constraints of accommodating them. Relays can be used to aid communication in such cases. Relay communication for secrecy has been investigated in [7] and [8]. In this work, we study beamformer design and AN injection at the relays with minimum total transmit power, subject to worst case SINR constraints at the destination and the eavesdroppers in amplify-and-forward (AF) and decode-and-forward (DF) relaying protocols with imperfect CSI on all links, where the CSI error vectors are norm-bounded by a known value.

The considered beamformer designs with minimal total transmit power are non-convex optimization problems. By rank relaxation and S-procedure they are converted to semi-definite optimization problems and solved by semi-definite programming (SDP) tools. The performance of the beamformers with and without AN are compared. Numerical results show that injection of AN at the relays significantly reduces the average total transmit power required to meet the SINR constraints, and also improves the solution feasibility of the optimization problems for AF and DF relaying schemes.

Notations: Vectors and matrices are denoted by boldface lowercase and uppercase letters, respectively. $[.]^T$, $[.]^*$, $[.]^H$ denote the transpose, conjugate, hermitian operations, respectively. $\mathbb{E}[.]$ denotes expectation, $\|\|$ is euclidean norm, $tr(.)$ is the trace operator, $\text{diag}(y)$ denotes a diagonal matrix with the elements of vector $y$ along its diagonal, $\text{diag}(A)$ denotes a vector formed with the diagonal elements of $A$, and $I_n$ denotes $n \times n$ identity matrix.

II. SYSTEM MODEL

We consider one source and one destination communicating with the help of multiple relays in the presence of multiple eavesdroppers. The system model is as shown in Fig.
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1. The model consists of a source $S$, a destination $D$, $N$ relay nodes $\{R_i\}_{i=1}^N$, and $M$ eavesdroppers $\{E_m\}_{m=1}^M$. All nodes are assumed to be half-duplex with one antenna each. All channels are assumed to be flat fading. Let $h_{SR} = [h_{SR_1}, \ldots, h_{SR_N}]^T$ denote the $N \times 1$ channel gain vector from source to relays, $h_{SD}$ denote the channel gain from source to destination, $h_{SE_m} = [h_{SE_{m1}}, \ldots, h_{SE_{mM}}]^T$ denote the $M \times 1$ channel gain vector from source to eavesdroppers, $h_{RD} = [h_{RD_1}, \ldots, h_{RD_N}]^T$ denote the $N \times 1$ channel gain vector from relays to the destination, and $h_{RE_m}$ denotes the $M \times 1$ channel matrix between relays and eavesdroppers given by $H_{RE} = [h_{RE_1}, \ldots, h_{RE_M}]$, where $h_{RE_m} = [h_{RE_{m1}}, h_{RE_{m2}}, \ldots, h_{RE_{mM}}]^T$, $m = 1, 2, \ldots, M$. In both AF and DF schemes, communication between source and destination takes place in two time slots. In the first slot, source transmits the data symbol, which is received by the relays, destination and eavesdroppers. In the next slot, the relays transmit to the destination which is received at the eavesdroppers too. The signal received by the relays during the first slot is given by

$$y_R = \sqrt{P_s}h_{SR}x + n_R,$$

where $P_s$ is the source power, $x$ is the source data with unit variance, $y_R$ is the $N \times 1$ vector with received signals at $N$ relays, $n_R$ is the thermal noise vector at the relays, i.e., $n_R \sim CN(0, \sigma^2_R 1_N)$. The received signals at the destination and at the $m$th eavesdropper during first slot are given by

$$y_{1D} = \sqrt{P_s}h_{SD}^*x + n_{1D},$$

$$y_{1E_m} = \sqrt{P_s}h_{SE_m}^*x + n_{1E_m}.$$

A. Amplify-and-forward scheme

In the AF relaying scheme, during the second time slot, the transmit weighted version of the received signal and add artificial noise (AN). The transmit signal of the relays, denoted by $s$, is given by

$$s = \text{diag}(y_R)w + \mathbf{n}_A,$$

where $\mathbf{n}_A = [n_{A1}, n_{A2}, \ldots, n_{AN}]^T$, and $n_{Ai}$ is the artificial noise injected by the $i$th relay. $\mathbf{n}_A$ is $N \times 1$ complex Gaussian vector with zero mean and covariance matrix $\mathbf{\Omega}$, i.e., $\mathbf{n}_A \sim CN(0, \mathbf{\Omega})$. The received signal at the destination in the second time slot is given by

$$y_{2D} = \sqrt{P_t}h_{SR}^*w + n_{1D} + n_{2D},$$

(5)

where $h \triangleq \text{diag}(h_{SR})h_{RD}$. Similarly, the received signal at the $m$th eavesdropper is given by

$$y_{2E_m} = \sqrt{P_{t}}h_{SR}^*w + n_{1D} + n_{2E_m},$$

(6)

where $h_m \triangleq \text{diag}(h_{SR})h_{RE_m}$. The thermal noise components at the destination and the $m$th eavesdropper, are assumed to be i.i.d; $n_{iD} \sim CN(0, \sigma^2_D)$ and $n_{iE_m} \sim CN(0, \sigma^2_{E_m})$ for $i = 1, 2$. Using (4), the total transmit power in AF scheme is given by

$$P_T = P_s + \|w\|^2 + \text{tr}(\mathbf{\Omega}).$$

B. Decode-and-forward scheme

In the DF scheme, a relay selection scheme is considered where $k$ out of $N$ relays (1 $\leq k \leq N$) decode the data from the received signal (1) in the first slot, and transmit the decoded data along with AN in the second slot. Relay $R_i$ is chosen to participate in the DF relaying if its minimum receivable SNR in the first slot is above a threshold $\gamma_R$. The transmit signal from $k$ selected DF relays is

$$s = \text{diag}(x)w + \mathbf{n}_A,$$

(8)

where $x = [x_1, x_2, \ldots, x_k]^T$, $x_i = x$ is the decoded symbol with unit variance at the $i$th relay for (1 $\leq i \leq k$), $w$ is the beamforming vector for the $k$ selected relays, and $\mathbf{n}_A$ is the AN vector injected by the $k$ relays. In this DF scheme with relay selection, $h_{RD}^*$ is a $k \times 1$ vector with channel gains from the selected relays to the destination. Likewise, $h_{RE_m}^*$ is a $k \times 1$ vector with channel gains from $k$ relays to the $m$th eavesdropper. The received signal at the destination during second slot is given by

$$y_{2D} = h_{RD}^*\text{diag}(x)w + h_{RD}^*\mathbf{n}_A + n_{2D}.$$  

Similarly, the received signal at the $m$th eavesdropper during second slot is given by

$$y_{2E_m} = h_{RE_m}^*\text{diag}(x)w + h_{RE_m}^*\mathbf{n}_A + n_{2E_m}.$$  

(10)

The total transmit power in DF scheme using (8) is given by

$$P_T = P_s + \|w\|^2 + \text{tr}(\mathbf{\Omega}).$$  

(11)

In DF, for minimum transmit power, we have to solve the optimization problem over all possible relay combinations (i.e., $2^N - 1$ combinations) and choose the subset of relays which results in the lowest transmit power. Beamforming has to be done over these selected best relays and AN has to be injected.

III. SINR EXPRESSIONS WITH IMPERFECT CSI

We assume that channel state information (CSI) knowledge is imperfect. Only the channel estimates are available. Let the channel error vectors be defined as follows: $\mathbf{e}_{SD} = h_{SD} - h_{SD}$, $\mathbf{e}_{SE_m} = h_{SE_m} - h_{SE_m}$, $\mathbf{e}_{SR_i} = h_{SR_i} - h_{SR_i}$ for $i = 1, 2, \ldots, N$, $\mathbf{e}_{RD} = h_{RD} - h_{RD}$, $\mathbf{e}_{RE_m} = h_{RE_m} - h_{RE_m}$, for $m = 1, 2, \ldots, M$, where $\mathbf{e}_{SD}, \mathbf{e}_{SE_m}, \mathbf{e}_{SR_i}, \mathbf{e}_{RD}, \mathbf{e}_{RE_m}$ are the error
components and $\hat{h}_{SD}$, $\hat{h}_{SEm}$, $\hat{h}_{SRi}$, $\hat{h}_{RD}$, $\hat{h}_{REm}$ are the available CSI estimates. The error vectors are assumed to be norm bounded, i.e., $|e_{SD}|^2 \leq \varepsilon_{SD}^2$, $|e_{SEm}|^2 \leq \varepsilon_{SEm}^2$, $|e_{SRi}|^2 \leq \varepsilon_{SRi}^2$, $i = 1, 2, \ldots, N$, $|e_{RD}|^2 \leq \varepsilon_{RD}^2$ and $|e_{REm}|^2 \leq \varepsilon_{REm}^2$, for $m = 1, 2, \ldots, M$, where $\varepsilon_{SD}^2$, $\varepsilon_{SEm}^2$, $\varepsilon_{SRi}^2$, $\varepsilon_{RD}^2$ and $\varepsilon_{REm}^2$ are known. In case of AF, we assume that the estimates of $\mathbf{h}$ and $\mathbf{h}_m$ are available and the corresponding error vectors are as follows: $\mathbf{e} = \mathbf{h} - \mathbf{h}$ and $\mathbf{e}_m = \mathbf{h}_m - \mathbf{h}_m$, for $m = 1, 2, \ldots, M$. The error vectors are norm bounded, i.e., $||\mathbf{e}||^2 \leq \varepsilon^2$ and $||\mathbf{e}_m||^2 \leq \varepsilon_m^2$, for $m = 1, 2, \ldots, M$, where $\varepsilon^2, \varepsilon_m^2$ are known.

Our aim is to find optimal source power $P_s$, relay weights $w$, and AN co-variance matrix $\Phi$, subject to the worst case SINR constraints at the destination and eavesdroppers, i.e., we have to ensure that:

$$\min (SINR_D) \geq \gamma_D$$ and 
$$\max (SINR_{E_m}) \leq \gamma_{E_m} \quad \text{for} \quad m = 1, 2, \ldots, M.$$

Define $\Phi \triangleq ww^H$, $\Phi$ is an $N \times N$ complex hermitian positive semi-definite matrix (denoted by $\succeq 0$).

**A. Amplify-and-forward scheme**

Using (2),(3),(5),(6), the SINR expressions at the destination and the $m$th eavesdropper in terms of channel estimates and error vectors are:

$$SINR_D = \frac{P_s|\hat{h}_{SD} + e_{SD}|^2}{\sigma_D^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h} + \mathbf{e})(\mathbf{h} + \mathbf{e})^H)}{\sigma_D^2 + \text{tr}(\Phi \mathbf{U}) + \sigma_D^2 + \text{tr}(\Phi \Omega B)},$$

$$SINR_{E_m} = \frac{P_s|\hat{h}_{SEm} + e_{SEm}|^2}{\sigma_{E_m}^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h}_m + \mathbf{e}_m)(\mathbf{h}_m + \mathbf{e}_m)\mathbf{h}_m)}{\sigma_{E_m}^2 + \text{tr}(\Phi \mathbf{U}) + \sigma_{E_m}^2 + \text{tr}(\Phi \Omega Bm).}$$

**B. Decode-and-forward scheme**

Using (1),(2),(3),(9),(10), the SINR expressions at the destination and the $m$th eavesdropper in terms of channel estimates and error vectors are:

$$SINR_D = \frac{P_s|\hat{h}_{SRi} + e_{SRi}|^2}{\sigma_R^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h} + \mathbf{e})(\mathbf{h} + \mathbf{e})^H)}{\sigma_R^2 + \text{tr}(\Phi \mathbf{U}) + \sigma_R^2 + \text{tr}(\Phi \Omega B)},$$

$$SINR_D = \frac{P_s|\hat{h}_{RD} + e_{RD}|^2}{\sigma_D^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h} + \mathbf{e})(\mathbf{h} + \mathbf{e})^H)}{\sigma_D^2 + \text{tr}(\Phi \mathbf{U}) + \sigma_D^2 + \text{tr}(\Phi \Omega B)},$$

$$SINR_{E_m} = \frac{P_s|\hat{h}_{REm} + e_{REm}|^2}{\sigma_{E_m}^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h}_m + \mathbf{e}_m)(\mathbf{h}_m + \mathbf{e}_m)\mathbf{h}_m)}{\sigma_{E_m}^2 + \text{tr}(\Phi \mathbf{U}) + \sigma_{E_m}^2 + \text{tr}(\Phi \Omega Bm).}$$

where $\mathbf{U} = \text{diag}(\mathbf{h}_RD + \mathbf{e}_{RD})^* \text{diag}(\mathbf{h}_RD + \mathbf{e}_{RD})$, $\mathbf{U}_m = \text{diag}(\mathbf{h}_{REm} + \mathbf{e}_{REm})^* \text{diag}(\mathbf{h}_{REm} + \mathbf{e}_{REm})$, $\mathbf{B} = (\mathbf{h}_RD + \mathbf{e}_{RD})(\mathbf{h}_RD + \mathbf{e}_{RD})$ and $\mathbf{B}_m = (\mathbf{h}_{REm} + \mathbf{e}_{REm})(\mathbf{h}_{REm} + \mathbf{e}_{REm})$.

**IV. BEAMFORMING AND AN WITH SINR CONSTRAINTS**

In this section, we present the beamformer design with minimum total transmit power subject to the worst case SINR constraints at the destination and eavesdroppers. By rank relaxation and using S-procedure, the optimization problems are solved using SDP tools.

**A. Amplify-and-forward scheme**

Here, we will find $P_s$, relay weights and AN required in the AF scheme to guarantee the worst case SINRs at the destination and eavesdroppers to be above and below certain set thresholds, respectively. The SINR thresholds at the destination and the $m$th eavesdropper are denoted by $\gamma_D$ and $\gamma_{E_m}$, respectively. Without loss of generality, assume $\{\gamma_{E_m}\}$ are the availability set thresholds, i.e., $\gamma_{E_m}^m = \gamma_E$. We write the worst case SINR constraints as follows:

$$\min_{\varepsilon_{SD}} \frac{P_s|\hat{h}_{SD} + e_{SD}|^2}{\sigma_D^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h} + \mathbf{e})(\mathbf{h} + \mathbf{e})^H)}{\sigma_D^2 + \text{tr}(\Phi \Omega B)} \geq \gamma_D,$$

$$\max_{\varepsilon_{SEm}} \frac{P_s|\hat{h}_{SEm} + e_{SEm}|^2}{\sigma_{E_m}^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h}_m + \mathbf{e}_m)(\mathbf{h}_m + \mathbf{e}_m)\mathbf{h}_m)}{\sigma_{E_m}^2 + \text{tr}(\Phi \Omega Bm)} \leq \gamma_{E_m},$$

$$\max_{\varepsilon_{RD}} \frac{P_s|\hat{h}_{RD} + e_{RD}|^2}{\sigma_D^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h} + \mathbf{e})(\mathbf{h} + \mathbf{e})^H)}{\sigma_D^2 + \text{tr}(\Phi \Omega B)} \leq \gamma_D,$$

$$\min_{\varepsilon_{SEm}} \frac{P_s|\hat{h}_{SEm} + e_{SEm}|^2}{\sigma_{E_m}^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h}_m + \mathbf{e}_m)(\mathbf{h}_m + \mathbf{e}_m)\mathbf{h}_m)}{\sigma_{E_m}^2 + \text{tr}(\Phi \Omega Bm)} \geq \gamma_{E_m},$$

$$\max_{\varepsilon_{RD}} \frac{P_s|\hat{h}_{RD} + e_{RD}|^2}{\sigma_D^2} + \frac{\text{tr}(\Phi P_s (\mathbf{h} + \mathbf{e})(\mathbf{h} + \mathbf{e})^H)}{\sigma_D^2 + \text{tr}(\Phi \Omega B)} \leq \gamma_D,$$

First, we minimize the direct link SINR at the destination in (12), which is:

$$\alpha = \min_{\varepsilon_{SD}} \frac{P_s|\hat{h}_{SD} + e_{SD}|^2}{\sigma_D^2}; \ s.t \ |e_{SD}|^2 \leq \varepsilon_{SD}^2,$$

$$= \frac{P_s|\hat{h}_{SD} + e_{SD}|^2}{\sigma_D^2},$$
This is a non-convex optimization problem. To make this total transmit power is seen to be a rank-1 matrix. We choose

\[ \min \left( \frac{p_i}{\sigma^2} \right) \]

and solve the above problem. Choose different \( p_i \) for \( i = 1, 2, \ldots, M \), \( s \) t \( |e_{SR}|^2 \leq \epsilon_{SR}^2 \), \( \text{s.t.} \ |e_R|^2 \leq \epsilon_{RD}^2 \).

Using S-procedure, we rewrite (24) and (25) in the following equivalent LMI's form,

\[ \mathbf{A} \left[ \begin{array}{c} \lambda_{Em} \mathbf{I} - p_i \Phi \\
\rho_{Em} \mathbf{I} - p_i \Phi \\
-p_i \mathbf{I} \\
\end{array} \right] \geq 0, \]

\[ \text{s.t.} \ |e_{SR}|^2 \leq \epsilon_{SR}^2, \]

\[ \text{s.t.} \ |e_{RD}|^2 \leq \epsilon_{RD}^2 \].

From (7), the required worst case minimum power would be

\[ \min_{\Phi, \Omega} \left( \frac{p_i}{\sigma^2} \right) \]

By doing the inner most maximization \( \text{w.r.t.} e_{SR}, \) the worst case total power can be written as

\[ \min_{\Phi, \Omega} \left( \frac{p_i}{\sigma^2} \right) \]

where \( v = [v_1, v_2, \ldots, v_N]^T \) and for \( i = 1, 2, \ldots, N, \)

\[ \max_{e_{SR}, |e_{SR}|^2 \leq \epsilon_{SR}^2,} \]

\[ \text{s.t.} \ |e_{SR}|^2 \leq \epsilon_{SR}^2. \]

Using (16), (19), (20), (23), (26), (27) as constraints and (28) as the objective function, the optimization problem for minimizing AF total transmit power is

\[ \min_{\Phi, \Omega} \left( \frac{p_i}{\sigma^2} \right) \]

\[ \text{s.t.} \ |e_{SR}|^2 \leq \epsilon_{SR}^2, \]

\[ \text{s.t.} \ |e_{RD}|^2 \leq \epsilon_{RD}^2 \].

This is a non-convex optimization problem. To make this problem a convex SDP, we

1) relax the non-convex rank constraint, i.e., \( \text{rank}(\Phi) = 1 \), and

2) fix \( P_s \) and solve the above problem. Choose different \( P_s \) varied with a chosen step size for the considered source power constraint \( P_s \leq P_o \). Pick the solution with least total power solved over different \( P_s \).

Our goal is to find the beamforming vector \( w \) and the AN covariance matrix \( \Omega \). The optimum solution of the SDP relaxation problems are matrices, denoted by \( \Phi, \Omega \). Numerically \( \Phi \) is seen to be a rank-1 matrix. We choose \( w \) along the principal eigenvector of \( \Phi \). The beamformer design with minimum transmit power without AN is a special case of (29) with \( \Omega = 0 \). This completes the beamformer design for the AF scheme.

\[ \min \left( \frac{p_i}{\sigma^2} \right) \]

\[ \text{s.t.} \ |e_{SR}|^2 \leq \epsilon_{SR}^2, \]

\[ \text{s.t.} \ |e_{RD}|^2 \leq \epsilon_{RD}^2 \].

B. Decode-and-forward scheme

Here, we present the design to find the relay weights, source power and AN required in the DF scheme which minimizes the worst case total transmit power. The required worst case SNR constraint at \( i \)th relay, worst case SINR constraints at the destination and nth eavesdropper are

\[ \min \left( \frac{p_i}{\sigma^2} \right) \]

\[ \text{s.t.} \ |e_{SR}|^2 \leq \epsilon_{SR}^2, \]

\[ \text{s.t.} \ |e_{RD}|^2 \leq \epsilon_{RD}^2 \].

Using (15), we rewrite (32) in terms of \( \alpha \) as

\[ \min \left( \frac{p_i}{\sigma^2} \right) \]

\[ \text{s.t.} \ |e_{SR}|^2 \leq \epsilon_{SR}^2, \]

\[ \text{s.t.} \ |e_{RD}|^2 \leq \epsilon_{RD}^2 \].

Using S-procedure, we rewrite (35) and (36) in the following equivalent LMI's:

\[ \mathbf{A} \left[ \begin{array}{c} \lambda_{RD} \mathbf{I} + \Phi \Omega_{RD} \\
\rho_{RD} \mathbf{I} + \Phi \Omega_{RD} \\
\end{array} \right] \geq 0, \]

\[ \text{s.t.} \ |e_{RD}|^2 \leq \epsilon_{RD}^2 \].

Using (22), we rewrite (33) as

\[ \max \left( \frac{p_i}{\sigma^2} \right) \]

\[ \text{s.t.} \ |e_{RD}|^2 \leq \epsilon_{RD}^2, \]

\[ \text{s.t.} \ |e_{RD}|^2 \leq \epsilon_{RD}^2 \].

Using S-procedure, we rewrite (40) and (41) in the following equivalent LMI's form:
Ω design without AN is a special case of (44) with the channel gains except the direct links are assumed to results with imperfect CSI with those with perfect CSI. All powers needed to meet the worst case SINR guarantees with imperfect CSI case is less compared to perfect CSI case since the channel will be discarded even if the optimization problem fails for one possible error vector. Thus the feasibility performance is degraded with imperfect CSI compared to perfect CSI.

The solution feasibility percentage versus \( \frac{1}{\sigma_E^2} \) plots averaged for 1000 channel realizations for AF and DF are shown in Fig. 3 and Fig. 5, respectively. The considered optimization problems without AN are a subset of optimization problems with AN. So, the solution feasibility with AN will be improved as we have additional freedom of AN. When checked over all possible error vectors within the norm, the solution feasibility with imperfect CSI case is less compared to perfect CSI case since the channel will be discarded even if the optimization problem fails for one possible error vector. Thus the feasibility performance is degraded with imperfect CSI compared to perfect CSI.

As in the case of AF, we drop the constraint rank \( (\Phi) = 1 \), fix \( P_s \) and solve the problem. We choose different \( P_s \) varied with a chosen step size for the source power constraint \( P_s \leq P_o \) and pick that source power for different \( P_s \) used which results in least transmit power, i.e., the objective function. By using semi-definite tool, we find the optimal beamformer vector \( w \), source power \( P_s \), and AN covariance matrix \( \Omega \). The beamformer design without AN is a special case of (44) with \( \Omega = 0 \).

\[ \begin{aligned} \min & \quad P_s, \Phi, \lambda_D, \mu_D, s, t, \lambda_E, \mu_E, m, t_m \quad P_s + tr(\Phi) + tr(\Omega) \\ \text{s.t.} & \quad P_s |h_{SR}| - \epsilon_{SR}^2 \geq \sigma_E^2 \gamma_{ER}, \quad \text{for } i = 1, 2, \ldots, k, \\ & \quad J_1, J_2 \geq 0, s \geq 0, \lambda_D \geq 0, \mu_D \geq 0, \\ & \quad s \geq t(\gamma_D - \alpha), \\ & \quad \text{for } m = 1, 2, \ldots, M, \quad m \leq t_m (\gamma_E - \beta_m), \\ & \quad L_1^m, L_2^m \geq 0, t_m \geq 0, \lambda_E m \geq 0, \mu_E m \geq 0, \\ & \quad P_s \geq 0, \Phi \succeq 0, \text{rank}(\Phi) = 1, \Omega \succeq 0. \end{aligned} \] (44)

As in the case of AF, we drop the constraint rank \( (\Phi) = 1 \), fix \( P_s \) and solve the problem. We choose different \( P_s \) varied with a chosen step size for the source power constraint \( P_s \leq P_o \) and pick that source power for different \( P_s \) used which results in least transmit power, i.e., the objective function. By using semi-definite tool, we find the optimal beamformer vector \( w \), source power \( P_s \), and AN covariance matrix \( \Omega \). The beamformer design without AN is a special case of (44) with \( \Omega = 0 \).

V. RESULTS AND DISCUSSIONS

We evaluated the beamforming weights and AN covariance matrices for AF and DF schemes. We obtained the average total powers needed to meet the worst case SINR guarantees with and without AN. We also obtained the feasibility percentage as another performance measure. We compare the numerical results with imperfect CSI with those with perfect CSI. All the channel gains except the direct links are assumed to be \( CN(0,1) \). The direct link channel gains from source to destination and source to eavesdroppers are assumed to be \( CN(0,0.01) \). We have considered \( N = 3 \) relays and \( M = 2 \) eavesdroppers. Thermal noise variance at all the eavesdroppers is assumed to be same, i.e., \( (\sigma_E^2)_{m} = \sigma_E^2 \). The thermal noise variance at the destination and the relays is considered as \( \sigma_D^2 = \sigma_E^2 = 0.1 \).

We consider the source power constraint \( P_s \leq P_o \leq 3 \) dB. We solved the optimization problem over different fixed \( P_s \) varied with a step size of 0.2. The SDP problems in (29) and (44) are solved by using SeDuMi [11].

The average total power versus \( \frac{1}{\sigma_E^2} \) performance plots for AF and DF are plotted in Fig. 2 and Fig. 4, respectively. These have been averaged for 100 channel realizations. When only channel estimates are available with norm bounded errors, we don’t know the actual error vector. In the case of imperfect CSI, as we design for worst case scenarios, the worst case total transmit power required would be higher compared to the perfect CSI case. We also numerically observe that the average total transmit powers for imperfect CSI in Fig. 2 and Fig. 4 are more than those required in the perfect CSI case. From Fig. 2 and Fig. 4, we observe that the transmit power needed to meet the SINR guarantees with AN is less compared to the transmit power needed without AN for both perfect and imperfect CSI cases.

The solution feasibility percentage versus \( \frac{1}{\sigma_E^2} \) plots averaged for 1000 channel realizations for AF and DF are shown in Fig. 3 and Fig. 5, respectively. The considered optimization problems without AN are a subset of optimization problems with AN. So, the solution feasibility with AN will be improved as we have additional freedom of AN. When checked over all possible error vectors within the norm, the solution feasibility with imperfect CSI case is less compared to perfect CSI case since the channel will be discarded even if the optimization problem fails for one possible error vector. Thus the feasibility performance is degraded with imperfect CSI compared to perfect CSI.

A. Discussions on AF performance

The error component parameters used for AF simulations are \( \epsilon_{SR}^2 = \epsilon_{RE}^2 = \epsilon_{ER}^2 = \epsilon_{SR}^2 = \epsilon_{RE}^2 = 0.01, \epsilon_{SR}^2 = 0.001 \) and \( \epsilon_{SR}^2 = \epsilon_{RE}^2 = 0.0001 \). In Fig. 2, for \( \frac{1}{\sigma_E^2} \leq -2 \) dB, the average total power required is flat as the constraint \( SINR_E \leq \gamma_E \) becomes insignificant. The meaningful constraint for the optimization
problem is only $SINR_D$ constraint and so the transmit power becomes independent of $\sigma_E^2$. With AN, power increase for decreasing $\sigma_E^2$ is small due to the domination of AN term in the denominator of the SINR expressions. When $\frac{1}{\sigma_E^2}$ becomes $\geq 15$ dB, direct link SNR contribution increases as $\sigma_E^2$ reduces. Due to direct links, the SINR contribution to be done by the relays to guarantee the SINRs reduces. This reflects as beamforming design at relays with reduced SINR thresholds $\gamma_D$ and $\gamma_E$. If $\gamma_E$ is decreased, the minimization of transmit power becomes a more constrained problem and so the minimum power increases. For $\frac{1}{\sigma_E^2} = 20$ dB with imperfect CSI, we see that the total power with AN is around 6.5 dB less compared to without AN case. In Fig. 3, the solution feasibility with AN is around 92% initially and does not vary much due to AN term dominating the variation of $\sigma_E^2$. But when $\frac{1}{\sigma_E^2}$ exceeds 10 dB, feasibility drops to 65% due to direct links’ contributing considerable SNR at the eavesdroppers. Whereas, without AN, feasibility % reduces from 90% to 22%.

When AN is injected, the power plot grows slowly as it is not dominated by the low values of $\sigma_E^2$ due to the additional AN term in the denominator of the $SINR_E$ expression. For $\frac{1}{\sigma_E^2} \geq 15$ dB, $\sigma_E^2$ in the denominator of direct link term dominates, and so power increases even when AN is injected. The above explained behavior is seen in the average power plots in Fig. 4. For the solution feasibility plots of Fig. 5, error component parameters are same as in Fig. 4. We see that solution feasibility with AN drops from 90% to 65% and then decreases slowly to 55% due to AN term dominating the variation of $\sigma_E^2$, later reduces to 4% due to increase in direct path SNR contribution for decreasing $\sigma_E^2$. For $\frac{1}{\sigma_E^2} \geq 12$ dB, feasibility % drops faster due to imperfect CSI. We can observe this by comparing with the perfect CSI plot. Whereas, the solution feasibility without AN drops from 90% to 1% for decreasing $\sigma_E^2$. We see that the feasibility % improves with the addition of AN.

VI. CONCLUSIONS

We investigated optimum power allocation to beamformer and artificial noise (AN) for secrecy in AF and DF relaying with imperfect CSI, by considering a norm bounded CSI error model. We designed the beamformers and AN with minimum transmit power subject to worst SINR constraints at the destination and eavesdroppers. The optimization problems were solved as semi-definite programming problems by rank relaxation and S-procedure. Numerical results showed that injection of AN at the relays significantly reduces the average total transmit power required to meet the SINR constraints, and also improves the solution feasibility of the optimization problems. We further note that the proposed problem formulation and solution approach with imperfect CSI and without AN can be relevant in cognitive radio scenarios where interference to users needs to be constrained.
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